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As researchers increasingly investigate 
trace substances in the world's soil, air, 
and water, they frequently find concen­
trations that are lower than limits 
deemed reliable enough to report as nu­
merical values. These so-called "less­
than'' values-values stated only as 
"<rl," where rt is the "reporting limit" 
or "limit of quantitation" (1) or "deter­
mination limit" (2)-present a serious 
interpretation problem for data analysts. 
For example, compliance with wastewa­
ter discharge regulations usually is 
judged by comparing the mean of con­
centrations observed over some time in­
terval with a legal standard. Yet mean 
values from samples cannot be comput­
ed when less-thans are present. 

Studies of groundwater quality at 
waste-disposal sites commonly involve 
comparisons of two groups of data (up­
gradient versus down-gradient wells). 
Usually, t tests (the most common test 
for determining whether two means dif­
fer) are employed for this purpose, but 
the t test requires estimates of means 
and standard deviations that are impos­
sible to obtain unless numerical values 
are fabricated to replace any less-thans 
present in the data. The results of such 
tests can vary greatly depending on the 
values fabricated. Therefore, estimates 
of summary statistics (such as mean, 
standard deviation, median, and inter­
quartile range) that best represent the 
entire distribution of data, below and 
above the reporting limit, are necessary 
to analyze environmental conditions ac­
curately. Also needed are hypothesis test 
procedures that provide valid conclu­
sions as to whether differences exist 
among one or more groups of data. 
These needs must be met using the only 
information available to the data analyst: 
concentrations measured above one or 
more reporting limits, and the observed 
frequency of data below those limits. 

This paper discusses the most appro­
priate statistical procedures for handling 
data that have been reported as less­
thans. It does not consider the alterna­
tive of reporting numerical values for all 
data, including those below reporting 
limits (3-6). 

Estimating summary statistics 

Methods for estimating summary sta­
tistics of data that include less-thans 
(statisticians call these "censored 
data'') can be divided into three classes: 
simple substitution, distributional, and 
robust methods. Recent papers have 
documented the relative performance of 
these methods (7-11 ). The first three pa-

pers compare the abilities of several es­
timation methods in detail over thou­
sands of simulated data sets (7-9). They 
are applied to numerous water-quality 
data sets, including those that are not 
similar to the assumed distributions re­
quired by the distributional methods 
(10). A single case study is reported 
( 11 ). Only one report deals with censor­
ing at multiple reporting limits (9 ). 
Large differences in these methods' 
abilities to estimate summary statistics 
have been found. 

Which summary statistics are ap­
propriate? Environmental quality data 
usually are positively skewed, and 
sometimes very highly skewed (7, 12-
14 ). This is especially true for data close 
to zero that include censored values, be­
cause the lower bound of zero ensures a 
positive skew. In a typical pattern, most 
data have low values, but a few high 
"outliers" occur. In such cases, the 
mean and standard deviation are affect­
ed strongly by those few observations 
that show the highest values. The mean 
and standard deviation may be quite 
sensitive to the deletion or addition of 
even one observation, and therefore are 
poor measures of central value and vari­
ability. For positively skewed data, the 
mean may be exceeded by less than half 
of the observations, sometimes even by 
25% or less. The mean, therefore, is not 
a good estimate of the central value of 
those data. Similarly, the standard devi­
ation will be inflated by outliers, imply­
ing a variability larger than that shown 
by the majority of the data set. The 
mean and standard deviation are useful 
for mass loadings of a constituent, such 
as computations of the average sediment 
concentration at a river cross section. 
Large concentrations at one point in the 
cross section should increase the overall 
mean value. However, when the strong 
influence of one large value distorts 
summaries of data characteristics, such 
as the "typical" sediment characteris­
tics found over many streams, the mean 
and standard deviation usually are not 
appropriate measures. 

Alternative measures of central value 
and variability for skewed data are percen­
tile parameters such as the median and in­
terquartile range (IQR). By definition, the 
median has 50% of the values of the data 
above it and 50% below. Unlike the mean, 
the median is not strongly affected by a few 
low or high "outlier observations." It is a 
more stable (or "resistant") estimator of 
typical value for skewed data and is similar 
to the mean for symmetric (nonskewed) 
data. Often, the "geometric mean," the 
mean of logarithms of the data, is comput­
ed for the same purpose. The geometric 
mean is an estimate of the median (in orig­
inal units) when the logarithms are sym­
metric. 

Like the median, the IQR is largely 
unaffected by the lowest or highest data 
values. It is the 75th percentile minus 
the 25th percentile, and thus is the range 
of the central 50% of the data. The IQR 
equals 1.35 times the standard deviation 
for a normal distribution. However, for 
the skewed distributions common to en­
vironmental monitoring data, the IQR 
often will be much smaller than the 
standard deviation, and a better estimate 
of variability of the bulk of the data. 

The median and the IQR have another 
advantage when applied to censored 
data: When the values of less than 50% 
of the data are below the reporting limit, 
the sample median is known. Similarly, 
when less than 25% of the data are cen­
sored, the sample IQR is known. No 
"fix-ups" are necessary to obtain sam­
ple estimates. 

Comparing estimation methods. Es­
timation methods may be compared on 
the basis of their ability to replicate true 
population statistics. Departures from 
true values are measured by root mean 
squared error (RMSE), which combines 
bias and lack of precision. Methods with 
lower RMSE are considered better. 

Class 1: Simple substitution methods. 
These methods substitute a single value 
such as one-half the reporting limit for 
each less-than value. Summary statistics 
are calculated using these fabricated 
numbers together with the values above 
the reporting limit. These methods are 
widely used, but have no theoretical ba­
sis. As Figure I shows, the distributions 
resulting from simple substitution meth­
ods have large gaps and do not appear 
realistic. 

All of the studies cited above deter­
mined that simple substitution methods 
perform poorly in comparison with oth­
er procedures (7-11 ). The substitution 
of zero produces estimates of mean and 
median that are biased low, whereas 
substituting the reporting limit results in 
estimates above the true value. Results 
for the standard deviation and IQR, and 
for substituting one-half the reporting 
limit, also are far less desirable than 
those for alternative methods. With the 
advent of convenient software ( 11) for 
other procedures, there appears to be no 
reason to use simple substitutions for 
such computations. Because large differ­
ences may occur in the resulting esti­
mates, and as the choice of value for 
substitution essentially is arbitrary with­
out some knowledge of instrument read­
ings below the reporting limit, estimates 
resulting from simple substitution are 
not defensible. 

Class 2: Distributional methods. Dis­
tributional methods (Figure 2) use the 
characteristics of an assumed distribu­
tion to estimate summary statistics. Val­
ues of data below and above the report-
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